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Abstract

Adopting heterogeneous execution on GPUs and FPGAs in
managed runtime systems, such as Java, is a challenging
task due to the complexities of the underlying virtual ma-
chine. The majority of the current work has been focusing
on compiler toolchains to solve the challenge of transparent
just-in-time compilation of different code segments onto the
accelerators. However, apart from providing automatic code
generation, another paramount challenge is the seamless
interoperability between the host memory manager and the
Garbage Collector (GC). Currently, heterogeneous program-
ming models that run on top of managed runtime systems,
such as Aparapi and TornadoVM, need to block the GC when
running native code (e.g, JNI code) in order to prevent the
GC from moving data while the native code is still running
on the hardware accelerator.

To tackle the inefficacy of locking the GC while the GPU
operates, this paper proposes a novel Unified Memory (UM)
memory allocator for heterogeneous programming frame-
works for managed runtime systems. In this paper, we show
how, by providing small changes to a Java runtime system,
automatic memory management can be enhanced to per-
form object reclamation not only on the host, but also on the
device. This is done by allocating the Java Virtual Machine’s
object heap in unified memory which is visible to all hard-
ware accelerators. In this manner -although explicit data syn-
chronization between the host and the device is still required
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to ensure data consistency- we enable transparent page mi-
gration of Java heap-allocated objects between the host and
the accelerator, since our UM system is aware of pointers
and object migration due to GC collections. This technique
has been implemented in the context of MaxineVM, an open
source research VM for Java written in Java. We evaluated
our approach on a discrete and an integrated GPU, showcas-
ing under which conditions UM can benefit execution across
different benchmarks and configurations. We concluded that
when hardware acceleration is not employed, UM does not
pose significant overheads unless memory intensive work-
loads are encountered which can exhibit up to 12% (worst
case) and 2% (average) slowdowns. In addition, if hardware
acceleration is used, UM can achieve up to 9.3x speedup com-
pared to the non-UM baseline implementation for integrated
GPUs.
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ing — Just-in-time compilers; Runtime environments.
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1 Introduction

Heterogeneous hardware has become ubiquitous and is pre-
sent in almost every modern computing system. However,
supporting fully automatic heterogeneous hardware execu-
tion from managed languages still has several unresolved
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challenges due to the following reasons: i) parallelism iden-
tification: how to represent and identify parallel programs
that can run on many types of hardware accelerators such as
GPUs and FPGAs; ii) runtime compilation: how to compile
high-level programs to accelerator-compatible bare-metal
code while achieving high-performance; iii) data manage-
ment: how to efficiently manage memory between the Vir-
tual Machine (VM) and the accelerator’s memory. The latter
involves avoiding data marshaling and unmarshaling be-
tween host memory buffers (e.g., Java heap objects) and
device memory buffers (e.g., data buffers on the accelerator’s
memory). In addition, the Garbage Collector (GC) may col-
lect and move buffers and objects from different memory
regions while the accelerator is executing the parallel code
resulting in segmentation faults.

The first two challenges have been well-researched dur-
ing the last decade with a plethora of programming mod-
els [14], Application Programming Interfaces (APIs) and
frameworks [7, 15, 18, 20, 21, 32, 35, 48, 54, 55] having been
introduced for various programming languages. Amongst
said solutions, different levels of integrations exist ranging
from Just-In-Time (JIT) compilation of high level program-
ming languages [17, 19, 21, 28, 56] to heterogeneous code
via external invocations of pre-built binaries [8, 25, 43].

Data management is a more challenging topic because,
regardless of the quality of a JIT compiler, if the memory
manager is not optimized, it is very difficult to achieve high
end-to-end performance by using hardware accelerators;
even for applications perfectly suitable for acceleration. Al-
though there are some works focused on improving data
management [18], the question of how the memory allocator
and GC of a VM can interact with the accelerators’ memories is
hardly researched. For example, even state-of-the-art paral-
lel programming frameworks for Java, such as Aparapi [17]
and TornadoVM [11, 19], might fail if the GC collects objects
while the parallel application is running on the accelerator.

This paper focuses on the memory management of man-
aged runtime systems and heterogeneous programming mod-
els by taking advantage of the Unified Memory (UM) of
modern computing systems. Note that NVIDIA uses the term
Unified Memory while Intel uses the term Unified Shared
Memory. For consistency, in this paper we use the term Uni-
fied Memory (UM) for both Intel and NVIDIA systems.

We propose a technique to allocate the Java heap on the
UM of integrated and discrete GPUs. With the proposed
scheme, when GPU buffers are allocated in UM, the dri-
ver can automatically migrate memory pages from the host
(CPU) to the device memory and vice-versa under demand.
This enables the seamless interoperability of the hardware
accelerator with the VM runtime and its GCs. The outcome
of this research is to provide valid execution in which the
managed runtime systems can safely execute programs on
hardware accelerators without any memory corruption when
the GC collects and moves memory segments.
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By enabling seamless interoperability during GC cycles,
the only remaining task that developers must do is to ensure
data consistency between the host and the accelerator. We
propose to perform this sync point during safepoint polls
before Stop-The-World (STW) GC cycles. We prototyped
our solution in MaxineVM [30, 52], a research VM for Java
written in Java. Regarding parallel programming models for
GPUs, we experimented with NVIDIA CUDA [50], and Intel
Level Zero [26], which allow running programs on both
discrete and integrated GPUs. Despite the selected platforms,
all techniques presented in this paper can be implemented
for other VMs, such as the JVM and .NET.

To summarize, the contributions of this paper are:

o It proposes anovel technique that allows managed runtime
systems to allocate Java objects on a shared memory space
between the CPU and the accelerators. Due to automatic
page migration, we demonstrate that this technique can
work in combination with common GCs.

o It presents an implementation prototyped in the context
of MaxineVM that has been extended to support UM for
discrete and integrated GPUs with two different parallel
programming models (CUDA and Level Zero).

o It studies the effects of Unified Memory on managed work-
loads, even if hardware acceleration is not invoked reveal-
ing a potential overhead of up to 12% in the worst case.

o It performs a detailed performance evaluation of the whole
system across different GPU workloads and configurations.
We show that our UM system can achieve speedup of up to
9.3x on integrated GPUs compared to the non-UM baseline
implementation.

2 Background

This section provides the background on MaxineVM, CUDA,
Level Zero and Unified Memory.

2.1 MaxineVM Overview

Our work is prototyped as an extension to MaxineVM [31,
52]. MaxineVM is a virtual machine implementation for Java
that is compatible with the standard Java Development Kit
(JDK). It features a modular architecture that permits al-
ternative implementations of subsystems, such as GC and
compilation to be plugged in.

Since MaxineVM is mostly implemented in Java, it facili-
tates prototyping of new ideas and research directions for
VMs and new hardware. The substrate implements the native
launcher and encapsulates, in a platform-independent API,
the native services from the Operating System, e.g., virtual
memory operation, and signal handling.

Memory Handling within MaxineVM. The Java compo-
nents of MaxineVM are architected around a set of compo-
nents that collaborate via public interfaces that correspond
to schemes. One particular scheme relevant to this work is the
Heap-Scheme, that configures how objects (data) and code
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are allocated and managed during GC. In the current default
configuration of MaxineVM, application code is allocated in
a heap called the code cache while application objects are
allocated in a separate heap. MaxineVM supports different
GC implementations with varying degrees of maturity. In
the context of this work, we use the single threaded stop-
the-world semi-space collector [29], since we are interested
in the worst case scenario and overheads that UM may re-
sult. In the SemiSpace heap scheme, upon VM startup, two
continuous regions of memory that constitute the object
heap are allocated. At runtime, the mutator threads allocate
objects in a single region of memory at a time. Upon GC,
all mutator threads are stopped, and a single thread (the GC
thread) traverses the object graph and marks the root ob-
jects. Next, the live objects are copied to the other memory
region following Cheney’s algorithm [9]. After all objects
are copied, the previously used memory region is marked
as empty and all new allocations will be performed in the
region where the objects have been copied to. Consequently,
the mutator threads resume execution.

2.2 CUDA and GPU Unified Memory

CUDA [50] is a parallel programming framework and an ap-
plication programming interface (API) for parallel program-
ming on NVIDIA GPUs. CUDA allows applications written
in C/C++ to accelerate certain types of workloads by exploit-
ing GPU resources, achieving high-performance compared
to multi-threaded CPU execution.

GPU Programming Model. In a nutshell, the way GPU
applications are executed with CUDA is as follows: devel-
opers need to allocate the data on the CPU’s and the GPU’s
memories, perform a data transfer from the host (CPU) to
the device (GPU), launch the compute-kernels on the GPU,
wait for the kernels to finish, and copy the results back from
the GPU’s main memory to the CPU’s memory. Prior to
the introduction of unified memory, developers needed to
manually handle data copying and consistency between the
host and the devices. In the Java world, however, some sys-
tems such as Aparapi [17], TornadoVM [12], and IBM J9[28]
could assist developers in performing these actions in a trans-
parent manner. Nevertheless, developers today can utilize
unified memory or not, or even have a combination of the
two techniques.

Unified Memory. CUDA UM is a feature that allows devel-
opers to have a single memory address space view between
CPUs and GPUs [57]. To achieve that, data migration is auto-
matically handled by the GPU driver which migrates memory
pages between the host and device under demand. This fea-
ture enhances GPU programmability because there are no
explicit copies between the different memory systems, as it
facilitates management of memory by providing a single and
consistent view of the host and device memories. UM became
available from CUDA version 6, and it was fully implemented
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Figure 1. High-level representation of a Unified Memory
System for integrated and discrete GPUs.
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Figure 2. Page-fault Mechanism in CUDA Unified Memory.
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in the NVIDIA Pascal micro-architecture [37]. Please note
that unified memory is different from zero-copy [49].

Figure 1 shows a high-level representation of CPU and
GPU hardware architectures, and how UM can be transpar-
ently managed by the driver via memory page migration. As
shown, the CPU has a set of compute-cores, an integrated
GPU, and a Last Level Cache (LLC) shared between them.
Applications run on the CPU and both code and data are
loaded onto the main RAM memory. Since the unified mem-
ory is also accessible from discrete GPUs, such as NVIDIA
and Intel integrated GPUs, pointers can be also shared be-
tween the main host and the GPU memory, as we can see in
the right-hand side of Figure 1.

GPU memory page migration. Figure 2 shows the steps
of handling a page fault when the GPU attempts to access a
page that resides on a CPU. When a memory page that is not
mapped to a physical address on the current device (CPU
or GPU) is accessed, a page fault is triggered. In step 1, the
GPU tries to access a memory position that has not been yet
mapped to a physical memory address. Thus, a page fault is
generated (step 2). The page fault provokes the GPU driver to
allocate new physical pages for the requested memory access
(step 3). Then, the CPU must unmap the page associated with
the memory request (step 4) and perform data migration from
the CPU’s memory to the GPU’s memory (step 5). Once the
data transfer has been completed, the GPU driver maps the
new pages to the GPU’s memory (step 6). Finally, the GPU
driver frees the memory page at the CPU side (step 7).

Resolving a page fault can have high overhead, and there-
fore, decrease significantly the system performance when the
same memory pages are accessed by the CPU and GPU [33].
In addition, the massive parallelism of GPUs further exacer-
bates the page fault overhead. This occurs because process-
ing stalls while page faults are being resolved, and multiple
threads in different warps accessing the same page can cause
multiple duplicated faults [49].
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2.3 Intel Level Zero and Unified Memory

Level Zero [26] is an APl initiated by Intel as part of the Intel
oneAPI [27] software ecosystem for CPU, GPU, and FPGA
parallel programming. In contrast to CUDA, the oneAPI pro-
gramming model implements the SYCL standard for C++.
This allows programmers to write standard C++ programs
(without any extensions) in the same source files that the
main C++ programs are located. Level Zero fits into the
oneAPI stack as a driver connector (or resource manager)
between the software runtime and the actual hardware, and
it can be used as a standalone API for other applications.

Similarly to CUDA, Level Zero offers a Unified Memory
API for memory types with which programmers can allocate
buffers in a common memory region between the CPUs and
the GPUs. Since Level Zero is a more generic programming
framework for accelerator resources, it works in different
ways depending on the type of the accelerator. For shared
memory devices (e.g., an Intel integrated GPU that shares
memory with the main CPU), the advantage of using UM
is that there is no memory copy (truly zero-copy) between
the host and the device. For discrete accelerators (those that
have their own memory pool, such as discrete GPUs) the
Level Zero driver automatically migrates the memory pages
between the CPU and the GPU and vice-versa when they are
requested, simplifying memory management. This behaviour
is almost identical to the CUDA UM for discrete NVIDIA
GPUs that we described in Section 2.2.

Research Gap. Our work makes use of the CUDA UM and
Level Zero UM to allocate a shared memory Java heap with
the goal of having shared pointers that can be migrated under
demand by the GPU driver. During a GC cycle, GPU pages
can be automatically reclaimed by the CPU. In turn, the CPU
performs the GC and continues execution without having to
lock the GC while the application is running. It is important
to note, however, that although the GC can work in tandem
with the processing on the GPU, the shared pointers between
the CPU and the GPU can creates race conditions. It is up
to the developer to ensure memory consistency by adding
sync points that block the GC during the syncing phase. In
this work, we integrate a GPU synchronization point before
performing a GC within the VM. Thus, our solution is fully
transparent to programmers. In the rest of the paper we
showcase our approach and we analyze the performance on
discrete and integrated GPUs.

3 UM for Managed Runtime Systems

Our technique has been developed for two implementations
and setups: one for discrete NVIDIA GPUs and one for Intel
integrated GPUs. The implementation for the NVIDIA GPUs
utilizes the CUDA driver API [13], while the implementa-
tion for the integrated GPUs uses the Level Zero API [26].
The technique used to accommodate MaxineVM for Level
Zero UM represents a more generic approach which can be
applicable to other parallel programming models, such as
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Figure 3. Example of a program workflow of CUD-
A/LevelZero interaction with the Java memory management.
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Figure 4. Program workflow using UM as Java heap space.

SYCL [24] and OpenCL [23]. The reason is that all these pro-
gramming models operate in a similar manner, and there is a
number of data structures (e.g., GPU command queues) that
can be mapped to all of them. Thus, the potential accommo-
dation of multiple heterogeneous programming models (and
not only CUDA), makes the VM design suitable for target-
ing not only NVIDIA GPUs but also any type of hardware
accelerators from various vendors.

3.1 System Overview

Figure 3 shows an example of a typical program workflow in
Java that uses a GPU as an accelerator (without using UM).
The example uses two float arrays as input/output data.
The figure also highlights the main steps that involve the
buffer allocation and data transfers between the Java heap
and the device heap when UM is not used.

The usual workflow is as follows: in step @) , programmers
allocate the data using the Java constructors (new). This data
is kept on the Java heap that resides in the CPU’s main
memory. Then, developers need to allocate the device buffers
(step @ ) for each buffer to be used on the target GPU. Once
the buffers have been allocated, developers need to perform
a data transfer from the Java heap to the device (step € ),
launch the kernel functions, and finally obtain the results by
moving the data from the GPU’s global memory to the Java
heap (step @) ). Note that, only when the data transfer has
finished, the GPU kernel can be launched.

MaxineVM reserves virtual memory for the JVM heap
by invoking the Operating System (OS) calls to the POSIX-
compliant function mmap. In our approach, instead of calling
the mmap function, we allocate the Java heap using the cor-
responding API for Unified Memory (cudaMallocManaged,
in the case of the CUDA driver API, and zeMemAllocShared
in the case of the Level Zero API). This allows user appli-
cations to directly use the Java arrays and buffers without
the need of performing data marshaling, unmarshaling, and
explicit data transfers.

Figure 4 shows a representation of a common workflow
using our approach. Data is allocated using the usual Java
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constructors. Since the Java heap has been allocated using
the Unified Memory functions, all pointers to that data are
also accessible from the device (step @) from Figure 4). Then,
developers can directly invoke the compute-kernels on the
accelerators without the need of marshaling, or performing
any data transfers between the Java heap and the device’s
global memory. The corresponding GPU/Accelerator drivers
will take care of memory page migration during runtime
(steps @ and @) ) under demand. Furthermore, only the
data that is needed will be transferred while the GPU kernel

can still run.
System Components Overview. Figure 5 shows how ap-

plications interact with the VM to gain native access to the
unified memory space. The JVM exposes a set of accelera-
tor interfaces (what we call XPU Interfaces) to programmers.
These interfaces contain the minimum set of parameters for
resource instantiation that programmers need to define for
using the UM. In general, depending on the parallel pro-
gramming model used to access GPUs and heterogeneous
hardware, allocations of memory regions in the unified mem-
ory may require access to other resources, such as a driver,
device and command queue objects.

Furthermore, although the Java heap is allocated using UM
with CUDA or Level Zero, programmers do not necessarily
have to run on heterogeneous hardware. Thus, it is possible
to use UM space and still run typical workloads on CPUs, as
we will show in Section 4.

3.2 Enabling Unified Memory within MaxineVM

We extended the MaxineVM implementation to perform calls
to the CUDA runtime and allocate UM when the Java heap
is allocated. To achieve that, the C substrate of MaxineVM
has been extended. Our extensions include two new native
functions (allocateCUDA and deallocateCUDA) which are
called from the Semi Space Heap scheme within MaxineVM.

The allocateCUDA function internally invokes the cud-
aMallocManaged function from the CUDA Driver API, and
it returns an address that points to the start of the allocated
unified memory region. Similarly, the deallocateCUDA func-
tion invokes the CUDA cudaFree API function and returns
the status code of the deallocation process.

To enable UM in Intel Integrated Graphics, we took a
similar approach by calling the shared memory buffer allo-
cation functions zeMemAllocShared and zeMemFree respec-
tively. The main difference is that, for Intel Integrated GPUs,
the shared memory resides in the same space as the host
memory (main CPU’s memory), and the memory page mi-
gration is not actually performed.

3.3 XPU Interface

Apart from the buffer pointers (either CUDA or Level Zero
UM pointers), the VM also needs to keep some GPU objects,
such as a context-id, device-id and driver-id objects. In our

implementation, we also provide a synchronization point
over the GPU command stream (a GPU object that is used to
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Figure 5. System overview of how applications can use
heterogeneous resources with our approach.

submit commands, such as kernel launch and synchroniza-
tion points) before a GC is invoked. This is because, while
UM memory simplifies the GPU execution, it does not pre-
vent the GC to run while the GPU application is still running.
UM memory allows this to happen without the VM to raise
a segmentation fault.

However, as any other shared resource in concurrent and
parallel programming, the VM needs to flush the pending
commands from the GPUs’s command queue to obtain the
correct behavior. In our implementation, we provide this
functionality automatically, by enabling the VM to access
the execution context and the GPU command queues. Thus,
a new data structure is shared between the VM and the ap-
plication code called XPU Interface. With this approach, user
applications directly share and query GPU resources from
the VM using the XPU Interface, and launch GPU kernels
using a native interface (e.g., JCUDA).

We provide, as a proof-of-concept, our own native GPU
code dispatcher in JNI. When the JNI code for launching
the kernels sets the parameters for the CUDA or Level Zero
kernels, it directly passes pointers that are obtained from
the JNI call (without any data transformation or previous
memory allocation). This is only possible because the heap
is allocated using UM. As follows, we will define the XPU
Interface data structure, and how programs interacts with it.

Interacting with the XPU Interface. The design of the
XPU Interface represents a generic approach to use UM be-
tween CPUs and GPUs, and it accommodates both CUDA
and Level Zero heterogeneous programming models. For
one side, the CUDA implementation only needs to share a
context object (a GPU context is an object that handles the
execution on heterogeneous devices, which is linked to a de-
vice and a driver implementation and it is needed to perform,
for instance, synchronization operations).

On the other side, synchronization in Level Zero is per-
formed through two objects, called command queue and
command list. Instead, the context in Level Zero is used by
client applications to build SPIR-V modules'. Thus, the Level
Zero implementation represents a more generic approach,
and similar to other parallel programming models such as
OpenCL [23], AMD HIP [3], and Intel oneAPI [27].

ISPIR-V is a standard common binary intermediate representation for
compute-kernels and graphics for hardware accelerators.
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Listing 1. XPU Java interface provided by the VM.

1 public interface XPU_Interface {

2 long getDriver(int heapSpacelndex);

3 long getDevice(int heapSpacelndex);

4 long getContext(int heapSpaceIndex);
5 long getCmdQueue(int heapSpacelIndex);
6 long getCmdList(int heapSpaceIndex);
7

Listing 2. XPU Implementation by the VM.

1 public class VM_XPUImpl implements XPU_Interface {
2 public static VM_XPUImpl getInstance() {...}

3 public Pointer getDriver(int index) {...}

4 public Pointer getDevice(int index) {...}

5 public Pointer getContext(int index) {...}

6 public Pointer getCmdQueue(int index) {...}

7 public Pointer getCmdList(int index) {...}

8 }

During the VM’s bootstrap, the VM allocates, and initial-
izes the Java heap, and it prepares the VM to start running
applications on GPUs. At this time, MaxineVM obtains the
driver, device, context and command queue/list objects the
CUDA and Level Zero APIs. Consequently, MaxineVM stores
all of these pointers in a class that will be exposed to user
applications.

Listing 1 shows the XPU Java interface that MaxineVM
exposes to the user. This interface represents the basic func-
tionality to be used by applications. Through this interface,
applications that aim to run on GPUs with UM can obtain
the driver object (native pointer), the device object, and the
context that are associated to a particular heap space. Since
MaxineVM uses a single memory region for the heap, we
only use one space in our implementation. However, this
approach can be extended to use multiple Java heaps and
select the correct space by using a heap index. Besides, each
heap index can be associated to a different accelerator (e.g.,
a different GPU). The VM exposes an implementation of this
interface through a singleton class, as shown in Listing 2.

Using the XPU Interface. The communication with the
XPU Inteface is done through the singleton class exposed
by the VM. Listing 3 shows a sketch of a user code example
implemented in Java that invokes the XPUImp1l singleton class.
The application imports the new utility from the core set of
Java APIs. Line 3 invokes the XPU singleton interface to get
the xpu reference from the VM. Then, in line 6-8 we invoke
the getContext to obtain the raw pointer of the context,
device and command list associated with the first heap space.
From this point of the execution, the user application can
launch kernel on the GPU, add sychronization points, etc.

Improving hardware resources through the XPU In-
terface. Executing on heterogeneous hardware through the
XPU interface enables the VM to control hardware resources.
By invoking this interface, the VM can track all compute
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Listing 3. Example of XPUImpl usage by applications.

1 public import jdk.VM_XPUImpl;

2 public class Sample {

3 VM_XPUImpl xpu = VM_XPUImpl.getInstance();
4 void doSomethingOnGPU() {

5 // Query GPU shared objects

6 Pointer context = xpu.getContext(0);

7 Pointer device = xpu.getDevice(0);

8 Pointer cmdList = xpu.getCmdList(0);

9

10 1}

kernels that want to access GPUs for acceleration and hence,
it can implement resource management to improve the per-
formance of the whole system.

But, why is the XPU-Interface needed? 1t is important
to understand why the XPU Interface is needed when shared
memory is used. For the majority of heterogeneous program-
ming models, in order to invoke kernels, perform synchro-
nization points, and attach events, a device pointer, command
queue and command lists are needed. From one side, the VM
process also needs these objects to guarantee consistency
and flush command queues, for example, before invoking
the GC. From the other side, applications also need these
pointers to communicate and run kernels on the target ac-
celerator.

To expand on this, Figure 6 shows an example in the con-
text of Level Zero about how applications are executed on
a GPU when using UM to allocate the Java heap. The fig-
ure is divided into two parts: the top part represents the
compilation workflow from OpenCL to SPIR-V. This step
is performed ahead-of-time by the user. As an example, for
this step, developers can use clang [44]/LLVM [34] compiler
and its 1lvm-spirv utility to transform the OpenCL C into
a SPIR-V binary modules.

The bottom part of the figure shows the execution work-
flow to run on GPUs using XPU interface with Level Zero.
The user application must use the same command list and
queue objects that were associated with a device from the
VM side at bootstrap. Thus, developers can orchestrate the
entire Level Zero application needed to launch GPU kernels.

GC interactions. As already mentioned, although UM
allows the GC to operate while the GPU is processing heap
data, race conditions on the buffers shared between the
host and the device may occur. Hence, in order to guar-
antee memory consistency developers must sync the data
between the CPU and the GPU, after the GPU finishes pro-
cessing. This can be achieved either by an explicit call to
the CUDA function cuCtxSynchronize or the Level Zero
function zeCommandQueueSynchronize.

We opted for a different approach by triggering these calls
upon safepoint polls. Every time a GC is being invoked and
the safepoints are being polled, a call to the CUDA context
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__global float* y, __global int* size) { . 5 Generator: Khronos LLVM/SPIR-V
uint tid = get_global_id(@); 11lvm-spirV | Translator; 14
if (tid < size[6]) { ; Bound: 33
y[tid] = alpha[e] * x[tid]; ; Schema: @
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Figure 6. Execution Workflow to run SPIR-V applications in
the context of Level Zero on Intel HD Graphics with Max-
ineVM.
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synchronize or Level Zero command queue synchronization
functions is performed to synchronize the shared memory
buffers between the GPU and the CPU. As a side note, the
Level Zero synchronization point also needs to close the
command lists before the synchronization point, and it re-
sets the list afterwards. This approach allows to have a full
consistent view of the UM memory between the Java heap
and the accelerators, without relying on the user to add these
synchronization points.

Note that our work does not aim to improve GC perfor-
mance. Instead, this paper shows the potential of using UM
as a Java heap to reduce redundant copies of data between
Java and JNI for offloading computations on the GPUs (using
shared pointers between Java memory objects and the GPU
memory). The employment of UM enables GC to be trig-
gered while the GPU runs applications without provoking
segmentation faults. The sync point is needed to guaran-
tee consistency since the GPU is a shared resource (similar
to other concurrent programming models). Thus, our work
solves these two issues with: a) GC-aware command queues
for internally blocking GC tasks while the GPU runs kernels
using the same memory buffers without segmentation faults;
b) simplification of native code that dispatches the GPU code,
because pointers are shared.

3.4 Case scenarios

Our paper aims to perform a worst case performance analysis
in order to expose any significant drawbacks that UM might
have on typical execution scenarios. To that end, we devised
three different scenarios that aim to represent how users
might typically use hardware acceleration within a managed
runtime environment. Table 1 shows the three scenarios that
we used to evaluate our approach in Section 4.

Allocate Always. In this scenario, data is always being
newly allocated before every kernel launch. This scenario
aims to represent hardware acceleration in a streaming fash-
ion where there is no data reuse between different kernel
launches. In this case, since we create new data before launch-
ing a kernel, we guarantee that the GPU driver, on discrete
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Table 1. Different scenarios using UM as a Java heap.

Name Scenario | Behavior
mode
AA Allocate | Datais newly allocated every time on the CPU.

Always Thus, page faults are generated every time the
GPU kernel runs.

AOGC Allocate Data is allocated once, but an explicit GC is
once with | invoked every time a GPU kernel is launched.
GC Thus, pages will be migrated back and forth

between the CPU and the GPU.

AO- Allocate | Data is allocated once and there is no GC.

NOGC scenarios | Thus, data is not reclaimed at the host side
once with | and there is only one data transfer from the
no GC host to the device.

GPUs, will always perform memory page migration from
the host to the device. In the case of integrated GPUs, there
is no page migration. Furthermore, when the application is
executed multiple times on the GPU, since new data is being
allocated, it can trigger a GC on the host side. In addition,
the application can result to oversubscription [51] on the
device side, which provokes memory pages to migrate back
and forth between the host and the device.

Allocate Once with GC. In this scenario, data is allocated
only once during the first kernel invocation. After that, data
is being reused between kernel launches. In addition, we
force a GC at the host side between kernel launches. Since
we use a SemiSpace collector, this will result to a full heap
GC, which will provoke page faults if the memory pages
are not present on the CPU. With this scenario we aim to
understand the implications of a full GC on UM, specifically
when the CPU and GPU share pre-existing data (in contrast
to the Allocate Always where we always allocate new data
before running on the GPU). Note that, in this case, the GPU
can still be running the compute-kernels, while a GC is be-
ing triggered. Since the memory is a shared resource, to
guarantee correct results, the VM must perform a synchro-
nization point to wait for the GPU to finish the kernel before
performing the full GC.

Allocate Once without a GC. This scenario is similar to
the previous one with the omission of GC. Again, we allocate
data only once (before the first kernel launch), and then we
reuse it across different subsequent operations. In addition,
since we guarantee no GC to occur in-between, we maximize
data reuse and attempt to minimize page faults. This scenario
represents the best case where there should be few page
migrations triggered. In a general GPU workflow, this case
is quite unlikely to happen since the results computed by
the GPU will probably be consumed by the host.

4 Experimental Evaluation

This section presents the evaluation of the proposed tech-
nique of exploiting UM in Java. We first describe the setup
and benchmarks, and then we discuss the performance re-
sults with a detailed analysis.
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Table 2. Hardware/Software testbed characteristics.

CPU Intel Core i7-12700K
Hyper-Threading Disabled

Main Memory 32 GB

NVIDIA GPU NVIDIA GeForce GTX 3070
NVIDIA GPU RAM 8 GB

Intel Graphics/RAM Intel(R) UHD Graphics 770
PCle Gen 4 (16 lanes enabled)
JVM MaxineVM

JVM Heap Size 25 GB

oS openSUSE Leap 15.4 - 5.14.21-150400
CUDA Driver 515.76

Level-Zero Driver 22.23.23405

Table 3. Applications and data sizes used.

‘ Benchmark ‘ Small (MB) ‘ Large (MB) ‘
Saxpy, WC, BW, HB, MC, BS 128 4096
DFT 0.01 0.5
NBODY 0.05 1

4.1 Experimental Setup

We selected a set of kernels commonly used for GPU ac-
celeration from different domains, such as linear algebra,
physics simulation, and Fintech. The benchmarks were se-
lected based on three characteristics: a) a group of low-
compute and high-bandwidth to exercise the worst case
scenarios in which a lot of data must be transferred to the
GPU to compute a few operations per thread; namely, saxpy,
writeConstant (WC); b) a group of benchmarks in which data
transfers and compute are more balanced, namely black and
white (BW) which transforms an RGB image to monochrome,
montecarlo (MC) simulation, Hilbert (HB) computation, and
black-scholes (BS); c) a group of benchmarks for compute-
bound [42] and low communication between the CPU and
GPU, namely Discrete Fourier Transform (DFT), and N-Body
(NB) simulations. The compute-bound kernels were ported
from C++ using CUDA and OpenCL from the AMD SDK [2]
and NVIDIA CUDA SDK [38].

Methodology. Table 2 presents the specifications of our
testbed along with the configuration of the JVM that we used
to run all benchmarks. For each experiment, we performed a
warm-up phase that includes 10 executions. After the warm-
up phase, we execute the benchmarks 15 times and report
the average execution time. The same Java process runs for
all 25 iterations. This methodology is by design to provide
more accurate and reliable results. Besides, it mimics more
realistic workloads in which the GPU can be used under
demand for long-running applications multiple times, not
just for a single kernel.

Table 3 details the two input sizes (small and large) used for
each benchmark. Note that we run with a maximum number
of 4GB. This is because, as we compare against GPU pro-
grams using device memory, we are limited to the maximum
memory we can allocate on the device, which, in practice,
(for Intel architectures) it is less than the maximum physical
memory, due to reserved space for the GPU driver. Thus, to
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Table 4. Speedup of UM for the Renaissance Benchmarks
compared to unmodified MaxineVM without UM.
‘ Benchmark ‘ CUDA ‘ Level Zero ‘

akka-uct 0.88 1
db-shootout 0.96 0.99
dotty 0.95 1.02
fj-kmeans 1.08 1
future-genetic 0.99 0.99
mnemonics 0.96 0.99
par-mnemonics 0.97 0.98
philosophers 1.01 0.98
reactors 0.99 0.99
rx-scrabble 1 0.99
scala-doku 1.01 0.99
scala-kmeans 0.97 0.99
scala-stm-bench7 | 0.97 1.03
scrabble 1.13 1.03

[ Geomean [ 0989 [ 0997 |

easy compare in the future with discrete Intel GPUs, we kept
4GB as maximum size.

Each benchmark was executed with two implementations:
a) the equivalent code expressed in CUDA dispatched through
the CUDA Driver API to run on a discrete NVIDIA GPU;
and b) the equivalent SPIR-V binary code compiled with
LLVM [34] from the OpenCL source code, and dispatched
through the Level Zero API to run on the Intel integrated
GPU. Besides, we analyze the best and worst case scenarios
using the different configurations described in Table 1.

Note that our work does not compare MaxineVM versus
other mainstream VMs, such as OpenJDK. Other work has al-
ready analyzed such comparison [31]. Instead, we compared
our approach using both GPU code (as baseline as well as
enabling UM). In the case of the performance on CPUs, we
compared with MaxineVM for both UM and without UM.

4.2 Performance on CPUs

First, we analyze if there is any performance penalty of using
UM when the GPU is not used. To answer this question, we
executed the DaCapo [6] and Renaissance [45] benchmark
suites on the CPU using UM in CUDA and Level Zero. Then
we compared the results against unmodified MaxineVM runs
that do not use UM. Tables 4 and 5 show the performance
results of each benchmark for Renaissance and DaCapo nor-
malized to the execution without UM (> 1 is speedup).

In general, we observe two trends. The first one is that
UM with Level Zero poses less overhead compared to the
CUDA implementation. Results indicate that when running
with Level Zero UM, we observe on average the same per-
formance compared to the runs that do not use UM. On
the contrary, we notice that CUDA UM results in almost
consistent performance degradations for both benchmark
suites (2-3% on average). This difference is attributed to the
different underlying implementations of the two drivers.

Note that, although some benchmarks show small speedups
(e.g., scrabble/fj-kmeans benchmarks) we do not consider
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Table 5. Speedup of UM for the DaCapo Benchmarks com-
pared to unmodified MaxineVM without UM.
‘ Benchmark ‘ CUDA UM ‘ Level Zero UM ‘

avrora 1.011 1.003
eclipse 0.977 1
fop 0.973 0.998
h2 0.95 0.996
jython 0.989 0.995
luindex 1.011 1.016
lusearch 1.009 1.032
pmd 0.972 1
sunflow 1.007 1.028
xalan 0.984 0.998
[ Geomean | 0988 | 1.006 |

this number to provide significant proof of speedup. This is
because there are many software layers that can influence
performance [30, 47], even if we run multiple iterations. In-
stead, what this demonstrates is that when using UM and
the program does not use a GPU, the application does not
slowdown.

The second trend is that the discrete GPU using UM ex-
hibits its worst performance in a certain application of the
Renaissance suite; namely, akka-uct. This particular bench-
marks is significantly more memory intensive compared to
the rest [41], and hence any additional overheads of the UM
library implementations are further exacerbated. From our
results, we conclude that for non memory-intensive work-
loads there is no significant overhead when utilizing UM.
However, for memory-intensive workloads, the overheads
can exceed 12% in the case of CUDA UM for discrete GPUs.

4.3 Performance on GPUs

The second set of experiments examines the effects of UM
when GPU hardware acceleration is utilized. First, we pro-
vide a detailed analysis of the performance obtained with our
approach compared to GPU acceleration without using UM.
Consequently, we evaluate the GPU memory page faults.

4.3.1 End-2-End GPU Performance. Figure 7 shows the
performance of the GPU accelerated applications when UM
is employed normalized to the non-UM executions (baseline)
- values over one denote a speedup of UM. The baseline im-
plementation sends data to the GPU upfront by using the
cuda copy functions (cudaMemcpyHostToDevice CUDA com-
mand). By the time the GPU kernel starts running, all data
has already been transferred to the GPU’s global memory.
In the case of UM, the GPU kernel can start running with-
out the data being transferred to the GPU’s global memory.
Then, the CUDA (or the GPU) driver will page fault for every
memory page that is missing during execution of the ker-
nel. The same memory page fault can be initiated by many
threads concurrently as stated by NVIDIA [49]. Similarly to
the copy-in, the baseline implementation also performs a
copy-out after the kernel has been finished using the CUDA
command cudaMemcpyDeviceToHost, which performs a full
data migration of the data without page faulting.
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For the CUDA implementations with UM (Figure 7,
left two plots), we can clearly observe that in two config-
urations (Alloc-Always and Alloc-Once-GC), UM results in
slowdowns. This is due to the page migrations that these
two configurations pose and the associated overheads when
using the CUDA managed memory (i.e., many concurrent
threads triggering memory page faults and the driver invali-
dating and updating page tables between the CPU and the
GPU) [57]. It is the work of the GPU driver to bring the miss-
ing pages and perform the data transfer needed. This creates
an additional overhead. Thus, depending on the data layout,
and memory access patterns, these overheads can be more
significant. From Figure 7, the BS benchmark is memory in-
tensive, while the DFT and NBODY benchmarks are compute
intensive.

The only configuration that shows a performance bene-
fit compared to the baseline is the Alloc-Once-No-GC. This
is because, in the UM version, there are no memory pages
reclaimed back from the host (CPU), once they have been
migrated to the GPU, while the baseline version always per-
forms an explicit data transfer after the kernel is finished.
Otherwise, the performance would be similar to the base-
line implementation, which performs the data transfer to
the host again®. One benefit of UM, as discussed in Section
3, is that a GC can be invoked in the middle of the GPU
execution, while the version executed for the baseline will
provoke segmentation faults if data is moved. Thus, only the
baseline implementation blocks the GC while the application
is running in order to provide correct behaviour.

For the DFT and NBody benchmarks and the large data sets,
the Alloc-Always mode offer very low performance when
using UM compared to their respective baselines (0.001x).
This is due to the small set of data to be transfered compared
to the computation and the high number of page faults from
the host side, as we will see in Figure 8.

Regarding the Level Zero (L0O) implementation for
the integrated GPU (Figure 7, right), the baseline version
uses device-type buffers. L0 provides three types for UM:
Shared, Host and Device types [26]. In our baseline we se-
lected the device-type, which maximizes memory through-
put within the GPU, and it is the most common type when
programming for GPUs. We notice that the performance
of the UM in the Alloc-Always mode is slightly higher (up
to 9.3x) compared to the one using device memory. This
is because device memory types in Level Zero are owned
by the device, and not by the host (CPU). Thus, although
there is no data migration on an integrated GPU, there is an
explicit copy from one type of buffer (host memory) to the
device memory. The Alloc-Once-GC and Alloc-Once-No-GC

2Note that the performance of data transfers in CUDA using UM can be
further increased by using the memory advise and memory prefetch CUDA
functions, in which the runtime system can provide hints about when a
certain amount of memory pages can be transferred to the device [10, 49].
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Figure 7. GPU Performance (CUDA for the two on the left-hand side and Intel Level Zero for the two on the right-hand side)
compared to the GPU Accelerated version without shared memory (baseline). The higher, the better.

modes perform slightly better when using UM for memory-
bound benchmarks (saxpy, WC, MC, BW, HB and BS) and
small input sizes. When running with the large sizes, Level
Zero with UM performs up to 0.46x compared to Level Zero
without UM for the Alloc-Once-GC and Alloc-Once-No-GC.
This is due to GPU driver overheads when accessing the
same memory page comparing to dedicated memory on the
GPU (baseline). Regarding the compute-bound benchmarks
(NBody and DFT), the performance of UM is almost the same
as the baseline.

From these results we conclude that using discrete GPUs
for hardware acceleration with UM, the driver might intro-
duces overheads but it simplifies the data management and
it prevents segmentation faults when the GC runs. When
using integrated GPUs, applications are expected to run at
least at the same speed as programs with device memory
for small input sizes, and at the same speed in Alloc-Always
mode.

4.3.2 GPU Memory Page Migrations. We analyze the
number of page faults on both the CPU and GPU, the number
of bytes transferred between them, and their correlation with
the kernel execution time. To achieve that, we used the Nsys
profiling tool for NVIDIA GPUs. Unfortunately, there is no
similar driver tool for Level Zero and Intel integrated GPUs.
Thus, for this particular analysis, we focused on the CUDA
UM on the discrete GPU.

Figure 8 shows the performance results for all the bench-
marks. We report the number of page faults for both the CPU
and the GPU and the number of bytes transferred from the
host to the device and vice-versa.

CPU and GPU Page Faults. The first two bars of each
plot in Figure 8 show the number of memory page faults for
the CPU (first bar) and the GPU (second bar) reported by the
NVIDIA Nsys tool. In general, we observe that the GPU page
faults is 10-20 times higher than the CPU page faults, and
this is consistent across all configurations and benchmarks
used. A GPU memory page fault reported by Nsys means that
the GPU accesses a memory page that resides on the CPU,
and therefore, provokes a memory page migration. This is
because, a memory page fault on the GPU can be originated
from multiple threads, and the GPU driver coordinates and
handles page faults accordingly [49]. A trend we see is that,
for the Alloc-Always (AA), and Alloc-Once-GC (AOGC), the

number of page faults is almost the same. This is due to
memory page replacement since we run the benchmarks
multiple times.

We also see that the mode Alloc-Once-No-GC (AONOGC)
reports less page faults than the other modes. This is because,
as we saw in Figure 7, once the data is transferred from the
first execution, it remains on the GPU.

Data Transfers. We can also relate the number of page
faults with the amount of data being transferred. The last two
bars of each configuration and size from the plot in Figure 8
show the amount of megabytes transferred between the CPU
and the GPU. For the AA (Alloc-Always) configuration, all
data is being transferred to the device, and no data should
be transferred to the host, unless the data is reclaimed again
on the host side. However, we observe that for the large data
size, there is also data being transferred to the host. This
is because not all data fits on the GPU (after all 25 runs -
10 warmup runs plus 15 runs), and the GPU driver applies
page-replacement policies, which transfers data back to the
host to create space in the GPU’s memory. We can see this
effect for the AA configuration between the small and large
data sizes for the saxpy computation. Note that, due to small
sizes used for the DFT and NBody benchmarks, this scenario
is not visible.

For the AOGC configuration, the amount of data to trans-
fer to both sides (host to device and device to host) is exactly
the same. This is because, after the GPU kernel is launched,
an explicit GC is invoked triggering memory page migration
back and forth. Finally, as we discussed in Figure 7, there is
no migration from the host to the device once the kernel is
finished when using the AONOGC mode. This is because the
final results are not claimed back from the host side in these
configurations and benchmarks.

4.3.3 GPU Kernel Runtime. We also study the kernel
execution time for each configuration. Table 6 provides all
kernel execution times for each mode and data size. The
fastest kernel configuration is achieved with the AONOGC,
which transfers the whole data set to the GPU on the first
iteration when the application is executed. This is because,
as soon as data have been migrated to the GPU after the first
GPU execution, there are no memory page faults.
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Figure 8. Profiling metrics reported by the NVIDIA NSys tool for small and large data sizes and the three configurations.

An interesting result is the kernel runtime for both AOGC
and AA configuration modes. With these two modes, the ker-
nel runtimes are almost identical. This is due to the amount of
memory page faults being also identical: for the AA configu-
ration, new pages are migrated for every new execution, and
for the AOGC configuration, the same pages are migrated
back and forth between the CPU and the GPU.

For compute-bound benchmarks (DFT and NBody) the
kernel runtime is almost the same for all modes. This is
because the computation hides the performance penalty of
the memory page-faults and migrations.

4.4 Analyzing GC overheads

Finally, we also evaluated the impact on the GC when using
CUDA and Level Zero UM using the AOGC mode. Figures 9
and 10 show the slowdown of the System.gc() function
call in MaxineVM, which performs a full GC and move all
objects from one semi-space to the other. We measured the
time that takes to run System.gc() for all benchmarks with
a) Unmodified MaxineVM (without UM as the baseline) and
b) with UM enabled for both NVIDIA CUDA and Intel Level
Zero APIs. Due to space limitation, we show the worst case
scenario for the largest data set (4GB). We observe that the
GC can take up to 2.13x more time when running on CUDA
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Table 6. GPU Kernel Runtime per Mode.
‘ Benchmark ‘ Size ‘ AA (ms) ‘ AOGC (ms) ‘ AONOGC (ms) ‘

Saxpy 128MB 16.055 15.284 0.682
Saxpy 4096MB | 571.437 537.863 16.965
WriteConstant | 128MB 16.98 15.709 0.871
WriteConstant | 4096MB | 534.681 468.986 22.849
BlackAndWhite | 128MB 19.055 17.774 1.217
BlackAndWhite | 4096MB | 612.217 555.206 31.740
Hilbert 128MB 16.782 15.838 0.526
Hilbert 4096MB | 480.353 468.887 11.573
Montecarlo 128MB 17.788 16.453 0.99
Montecarlo 4096MB | 569.769 527.349 26.932
BlackScholes 128MB 16.036 15.062 0.630
BlackScholes 4096MB | 518.642 452.554 16.011
DFT 0.01MB 0.322 0.384 0.303
DFT 0.5MB 39.949 39.836 39.963
NBody 0.05MB 0.372 0.479 0.358
NBody 1MB 11.739 12.440 11.056
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Figure 9. Slowdown of the full GC when CUDA UM com-
pared to the default CPU memory allocator of MaxineVM.
The lower, the better.
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Figure 10. Slowdown of the full GC when for Level Zero
UM compared to the default CPU memory allocator of Max-
ineVM. The lower, the better.
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UM (Figure 9). This is the worst case scenario, in which
the data that corresponds to the GPU execution has already
been migrated to the GPU’s memory. In turn, the GC, since
it touched the whole heap, generated page faults in order
to migrate the data from the GPU to the CPU. In contrast,
for small data sizes in UM, there is no performance penalty
when performing a full GC, as we see from the benchmarks
DFT and NBody.

Figure 10 shows the performance overheads for the GC
call when using the UM from Level Zero on integrated Intel
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GPUs. In contrast to discrete GPUs, there is no page migra-
tion on integrated GPUs, and therefore, we observe reduced
performance penalties when a full GC is executed. At most
we observe a 4% performance difference compared to the
default non-shared memory allocator for MaxineVM which
is within the error margin. This number refers to the devi-
ation range as obtained by the number of runs that we ran
for each benchmark.

What we conclude is that running UM on integrated GPUs
introduces little overheads over the default GC, while using
CUDA UM on discrete GPUs the performance penalty on
GPUs is high. This means that, if users want to run with
large data sizes while keeping low GC overheads, other al-
ternatives are needed, e.g., use off-heap data.

Number of GCs. Concerning the number of GCs per con-
figuration, the AOGC always trigger 25 GCs (10 for a warm
up phase and 15 for the measurement iterations) for both
input sizes. The AA and AONOGC modes triggered zero GCs
for small input sizes, and 12 GCs and zero GCs respectively
for the largest data size. The low number of GCs for these
two configurations is due to the use of large heaps as UM.

4.5 Discussion: Integration with Concurrent GCs

The results presented in this section aim to demonstrate the
best and worst case scenarios (along with a middle ground) of
using UM in managed programming languages regardless of
the GC type used. Although we conducted this work mainly
on a STW SemiSpace GC, below we outline how UM could
be integrated with more widely used GC such as the G1 [40]
or Shenandoah [16].

Since most modern GCs do not provide a linear mem-
ory region for hosting all generations but rather they split
the heap into multiple regions, we propose to designate a
number of these regions to be allocated in UM. The size or
the amount of these regions could be user configurable. In
typical GC cycles, these regions are not evacuated by the
GC. Instead, only when specific conditions are met (defined
by the user or by the VM), those regions are being handled
by the GC invoking the sync points explicitly during this
phase. A challenge with this proposed solution is the op-
timization of the fast-path for allocating objects. Since all
GCs use Thread-Local-Allocation-Buffers (TLABs) for fast
allocation, adding control flow in order to decide where to
allocate an object (normal space or UM region) would im-
pose significant slowdowns. A potential solution would be
to annotate the objects or arrays that we want to run on the
GPU (and hence allocate in the UM region), and augment
the compiler to force slow-path allocation for those objects
where this control flow can be added. Depending on the use
case, this slowdown may vary.

5 Related Work

To the best of our knowledge, this work is the first to im-
plement and evaluate a managed heap in Unified Memory.
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Thus, we focus on related work that specializes the Java
heap and provide automatic memory management across
heterogeneous devices.

Specialized Java Heap. Although we provide the first im-
plementation that allocates the Java heap in a Unified Mem-
ory Space, there are other works that have demonstrated the
potential of specializing the Java heap for different purposes.
Espresso [53] extends the JVM with the capability to use
Non-Volatile Memory through a Persistent Java Heap. It also
exposes a user-level API for manipulating objects in persis-
tent memory through Java Persistent Objects. Similarly, we
also expose an interface to the user for querying the driver,
device, and context objects from the VM.

Performance-Impact Memory Allocation (PIMA) [1] is
a system that partitions the Java heap into regions to use
the Intel Optane non-volatile memory. PIMA introduces an
interesting concept, in which heaps with different purposes
can live in the the same system. The objects that need to be
persistent can be promoted to the non-volatile space. Our
technique for Unified Memory could be also used by runtime
systems in which executions on hardware accelerators can
benefit from data migration to a shared memory space.

Gomez et al. [22] proposed a Java heap partition system
organized in several memory banks to improve energy ef-
ficiency during GC. Although we did not create more than
two partitions (in a SemiSpace GC), our approach can be also
used in similar partitioned heaps (e.g., in Level Zero it is
possible to create host and device shared memory types).

Liu et al. [36] proposed a shared Java heap partition sys-
tem divided into several segments for storing server and
application components for Java server applications. While
our focus is a single process that can run efficiently on hard-
ware accelerators, the Unified Memory region could be also
shared with other Java processes. This is possible because, in
our approach, the VM exposes to the applications the same
driver, device, and context low-level objects.

Handling Automatic Memory Management. Bertels et
al. [4] proposed an extension of the JVM to automatically
manage the GPU and CPU memory. In Bertels’ approach,
the GPU memory is used as an extension of the Java heap
memory space, and his work is focus on maximixing object
placement between the CPU and the GPU. Our approach
differs in that the heap is directly used as a UM space, rather
than having two separate heaps.

Another common solution to perform data management
for heterogeneous execution from Java is to lock the GC
while the application runs on native code on the target ac-
celerator (this is how Aparapi and TornadoVM currently
work). However, in most cases, this is not desirable since it
stops the Java application for a non-deterministic amount
of time while the native code runs on the accelerated code.
Our approach can complement existing frameworks such
as Aparapi [17], Marawacc [18], IBM GPU J9 [28] and Tor-
nadoVM [19], which, by default, do not use custom types
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off-heap. Additionally, our work can be extended to other
runtime systems such as Dandelion [48], Python [46], R [20],
and Julia [5],

6 Conclusions

Unified Memory (UM) between CPUs and GPUs is a resource
rarely exploited by managed runtime environments. In this
paper, we explore the implications of storing the Java heap
inside UM. By doing this, Java applications accessing GPUs
(or any other accelerator) automatically send data back and
forth between the CPU and the GPU. Besides, the JVM is
aware of the GPU data and, in the case of a GC, data can
be migrated to the CPU without causing memory faults by
inserting a GPU command queue synchronization point be-
fore the GC. To the best of our knowledge, this is the first
work that combines UM in the context of a managed heap.

Our technique has been implemented in MaxineVM, a
research VM for Java written in Java. The heap allocation
mechanism of MaxineVM has been enhanced to utilize the
UM on CUDA-compatible discrete and Intel integrated GPUs.
This enabled GPUs to directly access Java objects allocated
in the JVM heap. We evaluated our approach on a discrete
and an integrated GPU, and we showcased that while user
applications can still benefit from the GPU’s performance,
the managed runtime system can also perform full GCs. We
also show that the GC using UM introduces 4% overheads
when running on Intel integrated graphics, and up to 2.13x
against Java default non-shared memory allocator. Further-
more, the results show the potential of using UM by default,
in which it can still run CPU workloads with an overhead
of up to 12% (worst case) and 2% (average) for DaCapo and
Renaissance benchmarks. We conclude that, due to the low
overheads on integrated GPUs, UM is a suitable resource
to be exploited as a Java heap, which benefits execution on
heterogeneous devices and works seamlessly with the GC.
Furthermore, we showed that, if hardware acceleration is
used, UM can achieve up to 9.3x speedup compared to the
non-UM baseline implementation. For future work, we pro-
pose the integration of UM with Project Panama [39] in order
to allow users to define whether or not they intend to utilize
this feature during hardware acceleration.
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